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MOTIVATION BASELINE SOLUTION USING CvxNet [1] and ONet [2]

QUALITATIVE RESULTS

The approaches [1, 2] can produce good results for real images if the input image is

processed appropriately; separating an object by applying an instance segmentation

algorithm, pasting it on the center of the white image, and padding the image in

order to make it similar to synthetic (image without background).

Qualitative comparison of the proposed approach (ours) with

the baselines. The masked images are obtained by removing

the background, centering the object and padding. CvxNet-

M and ONet-M use masked images, whereas the rest of the

approaches i.e., CvxNet, ONet, Mesh R-CNN [3], and ours

use natural images. Here are our findings:

• The results of the Cvxnet-M and ONet-M are more

accurate than those of CvxNet and ONet.

• Estimations by the Mesh R-CNN are not complete,

specially in occluded scenarios.

• In comparison, the presented approach outperforms by

estimating sharp and smoother surface and without

requiring any preprocessing (segmentation) on the images.

QUANTITATIVE RESULTS

Category-wise improvement in CvxNet and ONet.

Executing the approaches on the masked images

produced a much better performance in all cases.
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Quantitative comparison between the baselines and the approach on the Pix3D dataset. Our

approach achieves better reconstruction accuracy on a scale of F1 score in all the cases,

while ONet-M retains an advantage for the masked version of the chair category for

Chamfer L1 distance. The best values are highlighted in bold.

IMPROVEMENT IN CvxNet and ONet

Object’s shape estimation approaches with high accuracy [1, 2]

do not perform well when applied to natural images directly

(top). In comparison, the proposed approach reconstructs

accurate 3D shape by estimating common features for realistic

and white background images (bottom).
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During training, an image with and without background is fed to the

encoder in parallel, producing two feature vectors; synthetic and

realistic. The vectors are compared in order to enable the encoder to

extract common features from both image versions. The shape

predictor module based on an occupancy function uses the feature

vector (coming from a realistic image) for object boundary estimation.

The boundary is evaluated by computing volumetric and surface loss.

At inference time, only the real image is fed to the system.
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